1. Introduction

Ultrasound imaging is the primary bedside method for evaluating cardiovascular diseases. It can image moving structures in real time, and measure blood velocity or tissue displacement. As an example, carotid examination by ultrasound helps evaluate cardiovascular disease risk in patients with atherosclerotic plaque (Stein et al. 2008). Of particular interest are Doppler recordings in the internal and external carotids, which allows physicians to identify and assess occlusive carotid plaques. Commonly used clinical Doppler flow imaging modalities are technically limited to scalar measures since they only provide the velocity projection parallel to the direction of
the ultrasound beam. This one-component approach constitutes a particular weak point in Doppler ultrasound given the 3D nature of the cardiovascular flow. Two- and three-component ultrasound techniques have emerged to better decipher blood flow with the purpose of improving diagnosis in patients with cardiovascular disease. Although a number of vector flow methods have been introduced (Jensen et al 2016a) and further developed with the expansion of parallel ultrasound (Jensen et al 2016b), their clinical additional value has not yet been demonstrated in patients. These methods include blood speckle tracking with or without contrast agent (Trahey et al 1987, Fadnes et al 2014), Doppler with multiple directions in transmission and/or reception (Fox 1978), transverse oscillations (Jensen and Munk 1998), color-Doppler-based vector flow mapping (Garcia et al 2010), and directional beamforming (Jensen and Nikolov 2002). The current research trends show that ultrasound vector flow imaging might become a well-accepted diagnosis tool in the near future (Jensen and Munk 1997). Individual point scatterers were distributed in the fluid domain to mimic blood components. These scatterers were moved to the next position according to the analytical velocity field. Regarding the study of ultrasound flow imaging in the carotid bifurcation, one can refer to the computational works of Balocco et al (2008) and Swillens et al (2009). In these studies, the investigators used a commercial computational fluid dynamics (CFD) software (Fluent, Ansys Inc., Canonsburg, US-PA) based on finite volume method to compute pulsatile flows in a carotid bifurcation. The fluid was then seeded with a dense random distribution of acoustic point scatterers. The kinematics of the scatterers were determined from the simulated velocity fields by using successive spatiotemporal interpolations, which returned a Lagrangian description of blood flow and the trajectories of the individual acoustic particles. Radiofrequency RF ultrasound signals were finally obtained using Field II (Jensen 1996), a popular freeware for simulation of medical ultrasound images. Field II allows simulating scattered acoustic fields assuming linear propagation of ultrasound pulses within a collection of weakly backscattering particles (Jensen 1991). The received acoustic fields are estimated by superimposing the individual spherical waves emanating by each point scatterer (Born approximation). Balocco’s and Swillens’ works present a successful attempt towards computational modeling of realistic physiological color flow imaging. In a similar vein, synthetic ultrasound images of the myocardium can also replicate realistic 3D physiological and pathophysiological conditions for analysis of cardiac strain imaging (Zhou et al 2018).

These in silico ultrasound simulation techniques, however, suffer mainly from uncertainty in providing accurate trajectories of moving ultrasound scatterers (i.e. their pathlines). When using mesh-based Eulerian methods for time-varying flow fields, pathline computation involves incremental spatial and temporal interpolations. Numerical truncation errors from the interpolated velocities, both in the time and space dimensions, can accumulate significantly and make the pathlines unreliable. These errors can distort beam-to-beam inter-correlation inherently present in ultrasound imaging. It is thus a technical issue to model a physically correct motion of the scatterers considering their interaction with boundaries and neighboring scatterers. Swillens et al used a number of numerical tricks to alleviate such problems in weak ultrasound/CFD coupling (Swillens et al 2010). Our hypothesis is that in silico analysis of emerging ultrasonic imaging modalities can be implemented accurately and efficiently by using particle-based Lagrangian methods. With such meshfree computations, the fluid particles can also act as individual ultrasound scatterers, resulting in a direct and physically sound fluid-ultrasound coupling. Although it is not the topic of the present manuscript, particle-based approaches have also the advantage to be easily parallelized.

We thus developed a fluid-ultrasound simulation environment based on a meshfree Lagrangian CFD formulation, which allows analysis of ultrasound flow imaging. This simulator combines smoothed particle hydrodynamics (SPH) and linear acoustics. The in-house algorithms for fluid and ultrasound simulations are described in the next section. We then illustrate the potential of the particle-based method by 2D examples of vector Doppler for the intracarotid flow.

2. Methods

2.1. Smoothed particle hydrodynamics (SPH)
Smoothed particle hydrodynamics (SPH) is a Lagrangian numerical method that was originally developed to solve astrophysical problems (Springel 2010). It has then found widespread use in other fields of research, including CFD. In CFD, SPH is used for solving equations of fluid dynamics (mass and momentum conservation,
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Figure 1. SPH methodology: the intensive physical properties of the particles are smoothed over the set of neighbouring particles enclosed in a compact domain of a smoothing kernel function $W$. 

state equation) by replacing the fluid by a set of discrete particles (Monaghan 2012). Compared to conventional finite or volume element methods, SPH does not require meshing the geometric domain. In SPH, each particle possesses and transports its physical properties (such as mass, pressure and velocity), which are derived by summing the properties of the neighboring particles lying in the domain covered by a compact kernel function (figure 1). Since SPH is a relatively new method, only a few number of simulations for macroscopic blood flow dynamics were reported (Chui and Heng 2010, Yamaguchi et al. 2010, Shahriari et al. 2012a, 2012b, Mao et al. 2016, Caballero et al. 2017, Shahriari and Kadem 2018). In the present study, we simulated a 2D blood flow in a carotid bifurcation. The moving particles were then directly introduced in an ultrasound simulation software to generate vector Doppler images (see sections 2.2 and 2.3).

We solved the Navier–Stokes equations by using a SPH method to describe blood motion. In this section, we give a short overview of the SPH formulation. We invite readers to refer to key review articles (Monaghan 1992, 2012, Liu and Liu 2010, Price 2012). In SPH, a continuum domain is mapped by a set of particles with no predefined connectivity. Each particle at location $r$—defined in a 2D Cartesian coordinate system in our study—has its own intensive physical properties ($A$), including density, velocity, or pressure. Starting from the equality $A(r) = \int A(r') \delta(|r - r'|) dr'$, a smoothed value of $A$ can be given by the weighted integral 

$$A(r) = \int A(r') W(|r - r'|, h) dr'$$

(1)

where $W$ is an even (generally $C^2$) weight function whose compact support has a width defined by $h$ (figure 1). $W$ must have the following properties:

$$\int W(|r - r'|, h) dr' = 1, \quad \text{and} \quad \lim_{h \to 0} W(|r - r'|, h) = \delta(|r - r'|).$$

(2)

In SPH–based CFD, the fluid is divided into a set of particles to discretize the integral interpolant (1). Substituting the elementary volume $dr'$ with a ratio of mass to density yields, for a particle labeled as ‘$a$’,

$$A_a \equiv A(r_a) = \sum_b \left\{ A_b \frac{m_b}{\rho_b} W_{ab} \right\}, \quad \text{with} \quad W_{ab} \equiv W(|r_a - r_b|, h)$$

(3)

where $m_b$ and $\rho_b$ stand for the mass and density of particle ‘$b$’. In our study, we chose $m_b = m, \forall b$ and a quartic spline kernel $W$, as in a previous study (Shahriari et al. 2013). Since $W$ is even and compactly supported, it can be shown that the discretized gradient for particle ‘$a$’ is given by

$$\nabla_a A = \sum_b \left\{ A_b \frac{m_b}{\rho_b} \nabla_a W_{ab} \right\},$$

(4)

where $\nabla_a$ represents the gradient associated to particle ‘$a$’, i.e. at location $r_a$. Of important note, higher accuracy is obtained by considering density in the gradient operator, then defined as follows

$$\nabla A = \frac{1}{\rho} (\nabla (\rho A) - A \nabla \rho)$$

(5a)

or

$$\nabla A = \rho \nabla \left( \frac{A}{\rho} \right) + \frac{A}{\rho} \nabla \rho.$$  

(5b)

The use of one or the other depends on whether the parameter is symmetrical. Details can be found in section 2.4 in Liu and Liu (2010). It follows that (4) becomes

$$\nabla_a A = \frac{1}{\rho_a} \sum_b \left\{ m_b \left( A_b - A_a \right) \nabla_a W_{ab} \right\}$$

(6a)
or

\[ \nabla_a A = \rho_a \sum_b \left\{ m_b \left( \frac{A_b}{\rho_b^2} + \frac{A_a}{\rho_a^2} \right) \nabla_a W_{ab} \right\}. \tag{6b} \]

The principle of mass conservation relates density and velocity \( u \). It reads \( D_t \rho = -\nabla \cdot u \), with \( D_t \) representing the material (Lagrangian) derivative. Using (6a), conservation of mass leads to

\[ D_t \rho_a = \sum_b \left\{ m_b \left( \frac{u_a - u_b}{\rho_a} \right) \cdot \nabla_a W_{ab} \right\}. \tag{7} \]

In grid-based methods, fluid is generally assumed to be incompressible when the speed of sound is large compared with bulk fluid speeds. In SPH, however, fluid pressure \( p \) is related to density through a quasi-incompressible equation of state. In an isentropic fluid flow, the speed of sound is given by \( c^2 = \partial p / \partial \rho \). We thus used the following equation of state

\[ p_a = c^2 \left( \rho_a - \rho_0 \right), \tag{8} \]

with \( \rho_0 = 1000 \text{ kg m}^{-3} \). Although the speed of sound in blood is around 1500 m s\(^{-1}\), it can be considerably reduced in SPH simulations to avoid small computational time steps as long as density fluctuations are within an acceptable range to maintain quasi-incompressibility (Morris et al 1997).

In the absence of body accelerations, the quasi-incompressible Navier–Stokes equation for a Newtonian fluid is

\[ D_t u = -\frac{1}{\rho} \nabla p + \frac{\mu}{\rho} \Delta u, \tag{9} \]

with \( \mu \) being the dynamic viscosity. Using (6b), the SPH formulation of the internal pressure source is

\[ -\frac{1}{\rho_a} \nabla_a p \rightarrow -\sum_b \left\{ m_b \left( \frac{p_b}{\rho_b^2} + \frac{p_a}{\rho_a^2} \right) \nabla_a W_{ab} \right\}. \tag{10} \]

It is possible to derive an SPH approximation for the viscous diffusion term (i.e. the 2nd term of the right-hand side in (9)) by using the second derivative of the smoothing kernel, in a similar manner to equation (4). For some reasons not explained here, this generally leads to physically incorrect effects. Several types of viscosity term have thus been introduced; see e.g. (Price 2012, Shahriari and Kadem 2018) for a number of examples. In our study, we used an original, physically and numerically sound form. It is noticeable that the fundamental spaces for SPH are open balls whose radius \( \equiv \kappa h \), with \( \kappa \) a kernel-dependent scalar, defined by the compact support of \( W \). Using Taylor’s theorem, the Laplacian of a function can be linked to the mean value of this function on a ball (see equation (13) in Ovall (2016)). In two dimensions, for a ball (disk) of radius \( \kappa h \) centered in a particle ‘\( a \)’, it gives

\[ \bar{A} = A_a + \frac{\kappa^2 h^2}{8} \Delta A_a + \sigma \left( h^3 \right), \tag{11} \]

where \( \bar{A} \) is the mean value of \( A \) on the disk, and \( \Delta A_a \) is the Laplacian of \( A \) at location \( r_a \). Using a weighted arithmetic mean, an SPH viscous form (in 2D) can be given by

\[ \frac{\mu}{\rho_a} \Delta A_a \rightarrow \frac{8}{\kappa^2 h^2} \frac{\mu}{\rho_a} \sum_b \left\{ \frac{(u_b - u_a)}{\rho_b} W_{ab} \right\}. \tag{12} \]

Replacing the two terms of the right-hand side in (9) by their SPH counterparts finally yields

\[ D_t u_a = -\sum_b \left\{ m_b \left( \frac{p_b}{\rho_b^2} + \frac{p_a}{\rho_a^2} \right) \nabla_a W_{ab} \right\} + \frac{8}{\kappa^2 h^2} \frac{\mu}{\rho_a} \sum_b \left\{ \frac{(u_b - u_a)}{\rho_b} W_{ab} \right\}. \tag{13} \]

We numerically solved the system composed of equations (7), (8) and (13) to simulate a pulsatile flow in a 2D carotid bifurcation.

### 2.2. SPH in a 2D carotid artery model

A 2D pulsatile flow phantom was constructed based on a model of healthy carotid bifurcation (figure 2). We assumed a Newtonian blood fluid (i.e. with constant viscosity). The geometry and inlet velocity were inspired from magnetic resonance measurements published in Zhao et al (2003). The diameter of the common, internal and external carotids were 8, 5.55 and 4.65 mm, respectively. A fully developed velocity waveform was imposed at the inlet of the common carotid (figure 2), with a peak at 0.39 m s\(^{-1}\), a mean Reynolds number of 375, and a period of 830 ms. Similar velocity waveforms were imposed at the outlet boundaries (internal and external outlets), with respective ratios of 54% and 46% with respect to inlet flow rate. A total of ~26 000 SPH particles...
were initially distributed on a square lattice with spacing of 0.15 mm. The number of SPH particles were chosen so that the density of random scatterers ensured proper echo envelope statistics (Destrempes and Cloutier 2010). For this reason, particle density was larger than that used in our previous validation study on oscillating flows (Shahriari et al 2013), thus increasing computational load. In the present study, we did not investigate the effect of particle number on numerical convergence of SPH since flow high-accuracy was not a critical issue. Fixed virtual particles were allocated on (type I) and outside (type II) solid boundary walls (see section 5.1 in Liu and Liu (2010) for details). Type I particles had a null velocity with same pressure and density as their closest fluid particles. Extrapolated velocities were assigned to type II particles to get no-slip and pressure Neumann boundary conditions. The implementation of the inflow, outflow and wall-boundary conditions and the problem of reseeding were described in detail in a previous paper (Shahriari et al 2012a). In particular, we used a numerical trick involving virtual inflow and outflow reservoirs, as explained in Shahriari et al (2012a). A second order predictor-corrector method was used to solve the differential equations (7) and (13). The maximal time increment was determined by the Courant–Friedrichs–Levy condition (Courant et al 1967). A total of $8 \times 32$ fixed time instants were also imposed at $(0.1, 0.2, \ldots, 0.8 \text{s}) + (0.1, 0.2, \ldots, 3.2 \text{ms})$. They were used to simulate 8 vector Doppler fields, each one of them created from a packet size of 32 at a PRF of 10 kHz (see section 2.4 for details). These additional time instants increased the time step (at the expense of computational cost) but did not jeopardize numerical stability. The velocity profiles generated by the 2D SPH carotid model were qualitatively compared with those measured by magnetic resonance and reported in Zhao et al (2003) to verify their physiological reliability.

### 2.3. SIMUS: simulation of ultrasound imaging

Using the SPH fluid particles, we simulated color Doppler images by using an in-house software written in Matlab language (we called it SIMUS). SIMUS simulates backscattered ultrasound signals for a uniform linear array (ULA) in a 2D domain. This ultrasound-imaging simulator is based on the linear wave equation written in the frequency domain for a uniform medium (constant speed of sound). The acoustic pressure field generated by the ULA in the far field of each element—not necessarily in the far field of the array—can be written as (see equation (4.10) p 76 in Schmerr (2015a))

$$P(x, z, \omega, t) = \rho c \nu_0(\omega) \sum_{n=1}^{N} W_n e^{i\omega \Delta t_n} \left[ \frac{1}{2} kb D_0(\theta_n, k) \frac{e^{ikr_n}}{\sqrt{kr_n}} \right] e^{-i\omega t},$$  \hspace{1cm} (14)

where $t$ is time, $\omega$ is the angular frequency, $\rho$ is the medium density, $c$ is the speed of sound and $k = \omega/c$ is the wavenumber. In this equation, it is assumed that the $N$ individual elements of the ULA act as pistons whose normal velocity in the frequency domain is $\nu_0(\omega)$. The location $(x, z)$ is defined in the Cartesian coordinate system related to the ULA (figure 2). In this coordinate system, the centroid location of the $n$th element is given by $x_n = (2n - 1 - N) / (2p)$ and $z_n = 0$, with $p$ being the pitch of the linear array. The distances $r_n$ are $r_n = \sqrt{(x - x_n)^2 + z_n^2}$; the angles $\theta_n$ are given by $\sin (\theta_n) = (x - x_n) / r_n$. The weights $W_n$ applied to the $N$ elements represent the apodization values. Because no apodization was considered in our study, $W_n = 1, \forall n$.  

---

**Figure 2.** Coupling SPH with ultrasound simulations in a carotid bifurcation. A 2D carotid flow was simulated using SPH. The SPH particles were used as acoustic scatterers for simulating ultrasound images. The circle inset represents the emitted pulse. The square inset shows SPH particles.
The frequency-dependent function $D_b(\theta, k)$ is the directivity function of an individual element of width $2b$. It was assumed that the transducer elements were surrounded by a soft baffle (Selfridge et al 1980), so that
\begin{equation}
D_b(\theta, k) = \frac{\cos \theta}{\sin (kb \sin \theta)}.
\end{equation}

The parameters $\Delta \tau_n$ represent the transmit delay laws. Since we simulated transmissions of non-steered plane waves, $\Delta \tau_n = 0$, $\forall n$, in our study. Equation (14) thus reduced to
\begin{equation}
P(x, z, \omega, t) = \left(\frac{pe^{\sqrt{k}r_b \psi_0(\omega)}}{\sqrt{2\pi}}\right) \sum_{n=1}^{N} \left[ \frac{2}{\sqrt{r_n b}} D_b(\theta_n, k) \frac{e^{ikr_n}}{\sqrt{r_n b}} \right] e^{-i \omega t}.
\end{equation}

Note that $\sqrt{r_n}$ and $\sqrt{b}$ appear in these equations (instead of $r_n$ and $k$ in 3D) since we considered a 2D model. The first term in brackets (dimensionally homogeneous to a pressure) represents the spectrum of the transmit pulse (up to a constant multiplier). In SIMUS, the acoustic scatterers (i.e. the 26000 SPH particles in this study) become individual monopole point sources when the incident wave reaches them. It is also assumed that the scatterers do not acoustically interact with each other (single scattering). The acoustic pressure measured by the single elements of the ULA thus results from the sum of the $M$ individual backscattered cylindrical (or spherical in 3D) waves. The acoustic pressure measured by the $q$th element of the ULA is thus given by (up to a constant multiplier):
\begin{equation}
P_{T_x}(\omega) \sum_{n=1}^{M} \left[ \text{BSC}_n \left( \sum_{i=1}^{N} \left[ D_b(\theta_n, k) \frac{e^{ikr_n}}{\sqrt{r_n b}} \right] \right) \right] e^{-i \omega t},
\end{equation}

where $r_{ij} = \sqrt{(x_i - x_j)^2 + z_j^2}$ and $\sin (\theta_{ij}) = (x_i - x_j) / r_{ij}$. The parameter $\text{BSC}_n$ represents the backscattering coefficient of the $n$th particle. Although blood is governed by Rayleigh scattering in medical imaging ultrasound (Mo and Cobbold 1986), the $\text{BSC}_n$ were assumed constant (i.e. independent of frequency and incidence angle). To mimic homogeneous tissues, we considered that the backscattering coefficients follow a Gaussian distribution (Jensen and Munk 1997):
\begin{equation}
\text{BSC}_n \sim \sigma_m \mathcal{N}(0, 1),
\end{equation}

where the standard deviation $\sigma_m$ adjusts the backscattering strength. Note that absorption can be directly integrated in the ultrasound model by using a complex wavenumber $k' = k + i\alpha$, with $\alpha$ standing for the absorption coefficient. In this study, however, absorption was neglected.

### 2.4. Simulation of color Doppler and vector Doppler

We simulated non-steered plane waves (i.e. $\Delta \tau_n = 0$ in (14)) transmitted at a pulse repetition frequency (PRF) of 10 kHz by a 5 MHz linear array (128 elements, pitch = 0.30 mm, kerf = 35 $\mu$m). Each pulse was a windowed sine of width 6 wavelengths ($6/5 \times 10^6 = 1.2 \mu$s, figure 2). The RF (radio-frequency) signals received by the 128 elements were assumed to be proportional to the received acoustic pressures (equation (17)). The RF signals were demodulated to yield $I/Q$ signals, which were then migrated onto a regular grid using a diffraction summation (delay-and-sum). Two receive subapertures were used to generate the vector flow images (Papadofrangakis et al 1981, Tanter et al 2002), with an $f$-number of 3 (Madiena et al 2018). The two receive beam angles were $\varphi_{1,2} = \mp 15^\circ$. Eight pairs of color Doppler velocities (at respective times 0.1, 0.2, ... 0.8s) were estimated from the beamformed $I/Q$ components using a standard slow-time autocorrelator of lag 1 and a packet size of 32. In mathematical terms, if $v_D(j)$ stands for Doppler velocities related to receive beam angle $j$ (with $j = 1, 2$), the Doppler components were given by:
\begin{equation}
v_D(j) = -\frac{\epsilon}{4\pi f_0} \text{Im} \left\{ \ln \left( R_1(j) \right) \right\},
\end{equation}

where $f_0$ is the center frequency (5 MHz), PRF is the PRF and $R_1$ is the lag-1 slow-time autocorrelation of the $I/Q$ signals. The operators $\text{Im}$ and $\ln$ represent the imaginary part and natural logarithm, respectively. Vector Doppler fields were generated from each pair through trigonometric manipulations (Yiu et al 2014). From equation (4) in Jensen et al (2016a), our configuration (i.e. non-steered transmits, two receive angles $\varphi_{j=1,2} = (-1)^j \times 15^\circ$) led to:
\begin{equation}
\begin{aligned}
\nu_x &= \frac{v_D(j) - v_D(1)}{\sin|\varphi|} \\
\nu_z &= \frac{v_D(j) + v_D(1)}{1 + \cos|\varphi|}.
\end{aligned}
\end{equation}

These velocity vector fields were finally smoothed using a robust and unsupervised regularizer (Garcia 2010). This regularizer has been validated for velocity vector fields in the context of particle image velocimetry (Garcia 2011).
The Doppler-derived velocity vectors were compared with the ground-truth SPH vector fields by calculating the errors on the x- and z-components relative to the maximal speed. Figures 2 and 3 provide an overview of the simulation protocol.

3. Results

3.1. Carotid artery model

Figure 4 qualitatively compares transient velocity magnitudes returned by the 2D SPH model with in vivo magnetic resonance measurements reported in Zhao et al (2003). The results illustrate an acceptable agreement and show that the SPH-derived flow fields were respectably physiological for analyzing the coupled SPH-SIMUS simulator. Differences are mostly justified by the fact that our results were 2D, whereas the reference data were extracted from 3D magnetic resonance imaging (Zhao et al 2003).

3.2. Color Doppler and vector Doppler

The direct coupling SPH-particles/acoustic-scatterers in the SPH-SIMUS simulator provided realistic color Doppler (figure 5). Figure 5 reports a series of color Doppler images with a receive angle of +15°. Combining them with the color Doppler images obtained at −15° yielded vector Doppler images illustrated in figure 6 (left column). There was a very good concordance with the actual SPH-velocity field (right column). The distribution of the relative errors (vector Doppler versus SPH) throughout one cardiac cycle is reported in figure 6. The relative errors of the z-components (x-components) were in the ±2% (±10%) range for 75% of the data (figure 7).

4. Discussion

4.1. SPH for ultrasound flow imaging

As introduced in section 2.1, SPH is a Lagrangian numerical method that has found extensive applications in CFD. Since it is meshfree, a specific interest has been demonstrated in free surface and multiphasic flows, as well as in flows around complex fixed or moving bodies. SPH has also been shown of high significance for fluid-structure interaction (FSI) in the presence of highly deformable structures. SPH algorithms, in their basic form, are easy to program and easy to parallelize. Compared with mesh-based methods, however, one difficulty encountered in SPH might be the implementation of inlets, outlets, and pressure boundary conditions, especially if high accuracy is required. Wall management also requires special attention. In this study, we investigated SPH in the context of color flow imaging by ultrasound. Reaching high velocity accuracy was thus not necessary since the problem did not involve large-scale differences: e.g. it was not our goal to resolve small-scale turbulence and mixing present in diverging blood flows (Pibarot et al 2013), whose fine structures cannot be grasped with standard clinical transducers. Our objective was to introduce an all-in-one simulation tool able to generate realistic color Doppler images.

To simulate clinical ultrasound flow imaging, a dense set of buoyant-free point scatterers must seed a flowing fluid to mimic blood backscattering. SPH was thus a natural option for CFD as the SPH fluid particles also acted as acoustic sources in the ultrasound simulator SIMUS. This strategy allowed a direct coupling between fluid and acoustic simulations. As deeply discussed in Swillens et al (2009), this fluid/acoustic coupling requires special numerical considerations with Eulerian mesh-based CFD methods. In particular, the distribution of the scatterers must be restored at different time intervals to prevent spurious particle dilution or aggregation and preserve...
beam-to-beam ultrasound correlation. In contrast to standard CFD techniques (typically finite volumes, finite elements, or finite differences) that involve mesh generation, SPH offers direct pairing between fluid and acoustic particles. We had no need to calculate trajectories from Eulerian velocity fields, which ensured numerical stability and robustness. Except for some numerical drawbacks discussed above, another key benefit of SPH is its relative ease of implementation. In this study, we implemented an in-house SPH code whose accuracy had been validated in three different test cases (Shahriari et al 2012a). Overall, our results thus showed that SPH is particularly appropriate for simulating cardiovascular blood flows in the specific context of ultrasound imaging.

Figure 4. Qualitative comparison of the SPH-derived velocity profiles with those measured by magnetic resonance in Zhao et al (2003).

Figure 5. Left column: velocity magnitudes returned by SPH at different time points in the heart cycle (see figure 6). Right column: simulated Doppler velocities using SIMUS (transmit = 0°-plane wavefront, receive angle = +15°). The reported speeds are the maximal velocities associated with the corresponding image. A movie of the carotid flow derived by SPH is available online (www.biomecardio.com/images/SPHmovie.gif).
4.2. Ultrasound simulation using SIMUS

A number of ultrasound-related free software has been introduced in the literature for a variety of applications, for example (Jensen and Munk 1997, Treeby and Cox 2010, Varray et al 2013). Among these tools for ultrasound acoustic modelling, Field II (Jensen 1996) is a popular simulator based on the linear spatial impulse response of an array of pistons embedded in an infinite baffle (Stepanishen 1971). In contrast to other software, Field II allows simulations of ultrasound color Doppler images. Inspired from seminal works (Foster et al 1983, Kerr and Hunt 1992a, 1992b), it considers stationary or moving media of randomly located point scatterers. The backscattered radiofrequency RF signals are calculated by summing the individual responses of each scatterer. Our in-house SIMUS software is based on the same principles except that it works in the frequency domain. Frequency-domain modelling of ultrasound B-mode images with ULAs has been proposed by Li and Zagzebski (1999). Frequency-domain models have some advantages over time-domain models. (1) Frequency-dependent attenuation can be integrated naturally. (2) The same applies to frequency-dependent directivity of the elements and to (3) Rayleigh scattering. (4) High temporal sampling rates are needed to guarantee accuracy in time-domain models, which increases computational load. (5) Long transmit pulses, such as chirp waveforms, also increase computational load in time-domain models. A far-field approximation is used in SIMUS to simplify the algorithm. To get accurate results in the near-field of the array, the transducer elements can be split into small segments so that the far-field approximation given by equation (14) remains valid near the transducer. This model, which is called the ‘multiple line source array beam model’ by Schmerr (2015b), forms the foundation of SIMUS. Of important note, SIMUS is based on linear acoustics. Non-linear responses such as those observed in contrast harmonic imaging cannot be simulated. Specific software, as the one proposed by Varray et al (2013), is required to simulate nonlinear components of the ultrasound wave. Since we focused on the SPH-acoustics coupling in the present work, a comprehensive description of SIMUS is beyond the scope of this article. Comprehensive theoretical and numerical details on the ultrasound model will be the subject of a future paper.

4.3. Limitations and perspectives

Because there is no formal color-Doppler ground-truth, it was not possible to quantify accuracy and precision of the simulated color Doppler images. Although it may sound subjective, we however obtained very realistic color Doppler images. By ‘realistic’, we mean that the simulated color Doppler images resembled those obtained in a clinical context (figure 5). More realistic ultrasound images should also contain moving walls to incorporate
clutter and side-lobe artifacts. In addition, to simplify matters, the simulations described in this study were all 2D. Although they demonstrate the advantages of SPH for modelling ultrasound color Doppler, our results were not fully physiological since they did not reflect the 3D nature of blood flow. Extending the SPH and SIMUS tools to 3D will not lead to algorithm and numerical issues since both models are well suited for 3D applications. The major obstacle will rise from the number of fluid particles/acoustic scatterers (hundreds of thousands) that will be necessary to provide accurate SPH flows and realistic 3D color Doppler. SPH and SIMUS, however, are easily parallelizable, which will help to reduce computational time. Indeed, SPH fluid particles can be analyzed independently as long as their respective compact neighborhood (figure 1) do not overlap. In SIMUS, the scatterers can also be studied individually since the acoustic model is based on weak (single) scattering. The SIMUS code that we used in this study was executed in parallel on several Matlab workers. Generalization to 3D parallel computing will be thus the next stage. It was also assumed that the wall was rigid. Although FSI can be efficiently implemented by SPH (Antoci et al 2007), we did not consider FSI for the sake of simplicity. A mesh-based simulation environment for vascular ultrasound flow imaging including FSI was first proposed by Swillens et al (2010). SPH could be a promising alternative since it can manage large structure displacements in a more efficient manner than mesh-based approaches. A topic of interest would be the simulation of the large-scale vortical flow that occurs in the left ventricle downstream from the mitral valve (Mao et al 2017). It is known that this vortex may reflect the diastolic function (i.e. the filling capacity of the heart) (Arvidsson et al 2016). Coupled SPH-acoustics simulations could help to (1) better understand how the vortex properties relate to myocardial relaxation and mitral valve dynamics (Chnafa et al 2014, Mao et al 2017), and (2) improve intraventricular vortex characterization by ultrasound imaging (Mehregan et al 2014, Assi et al 2017).

5. Conclusion

We have introduced a mesh-free coupled fluid-ultrasound simulation tool based on SPH and linear phased array acoustics. In this Lagrangian approach, the fluid particles also act as acoustic scatterers, which ensures strong multi-physics coupling while inherently preserving beam-to-beam ultrasound correlation. Mesh-free fluid-ultrasound simulations will be beneficial for improving/exploring current/new methods and algorithms for ultrasound flow imaging.
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